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FIG. 5
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FIG. 8
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MONITORING TARGET APPARATUS, AGENT
PROGRAM, AND MONITORING SYSTEM

TECHNICAL FIELD

The present invention relates to a monitoring target appa-
ratus, an agent program, and a monitoring system.

BACKGROUND ART

Conventionally, a system comprising a server system, a
storage apparatus, and a network device uses management
software for continuously and stably operating the system.
This management software is software intended to centrally
manage performance information about, and the operating
status of, each of the server system, the storage apparatus, and
the network device which constitute the system. The manage-
ment software is disclosed in, for example, Patent Literature
1.

Patent Literature 1 discloses a monitoring system includ-
ing monitoring target apparatuses, such as a server system, a
storage apparatus, and a network device, and a monitoring
computer for monitoring performance information about
these monitoring target apparatuses and their operating sta-
tus. Each monitoring target apparatus stores a monitoring
agent and this monitoring agent is intended to have the moni-
toring computer centrally manage each monitoring target
apparatus by collecting the performance information and the
operating status of resources (processors and memories) of
the monitoring target apparatuses and aggregating the col-
lected information in the monitoring computer.

CITATION LIST
Patent Literature

[Patent Literature 1] Japanese Unexamined Patent Applica-
tion Publication (Translation of PCT Application) No.
2011-518359

SUMMARY OF INVENTION
Problems to be Solved by the Invention

However, if the operation of the monitoring computer for
the system described in this Patent Literature 1 temporarily
stops due to a disaster or the monitoring computer can no
longer acquire information from the monitoring target appa-
ratuses due to some fault, the system has a problem of loss of
control over targets to be monitored by means of, for example,
monitoring and actions until recovery (hereinafter referred to
as monitoring control). Particularly, for example, if a bank
system that needs to be monitored for 24 hours for 365 days
is a monitoring target apparatus and its monitoring control
stops, this will cause a serious problem.

The present invention was devised in consideration of the
above-described circumstances and suggests a monitoring
target apparatus, agent program, and monitoring system
capable of continuously and stably operating monitoring con-
trol.

Means for Solving the Problems

In order to solve the above-described problems, the present
invention is characterized in that a monitoring target appara-
tus includes, in a memory, a monitoring agent for collecting
monitoring information from monitoring target resources
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2

among resources constituting the monitoring target appara-
tus; and monitoring condition management information that
defines an event issuance condition for each type of the moni-
toring target resources; wherein the monitoring agent judges
whether to issue an event or not, based on the monitoring
information and the monitoring condition management infor-
mation; and if the monitoring agent issues the event, it trans-
mits the issued event to all the plurality of monitoring man-
ager apparatuses.

Furthermore, in order to solve the above-described prob-
lems, the present invention is characterized in that an agent
program implements: a function that allows a computer of a
monitoring target apparatus connected to a plurality of moni-
toring manager apparatuses to include, in a memory, a moni-
toring agent for collecting monitoring information from
monitoring target resources among resources constituting the
monitoring target apparatus; and a function that includes, in
the memory, monitoring condition management information
defining an event issuance condition for each type of the
monitoring target resources; and a function that judges
whether to issue an event or not, based on the monitoring
information and the monitoring condition management infor-
mation and transmits the issued event to all the plurality of
monitoring manager apparatuses when issuing the event.

Furthermore, in order to solve the above-described prob-
lems, the present invention is characterized in that a monitor-
ing system comprises a monitoring target apparatus and a
plurality of monitoring manager apparatuses connected to the
monitoring target apparatus; wherein the monitoring target
apparatus includes, in a memory, a monitoring agent for col-
lecting monitoring information from monitoring target
resources among resources constituting the monitoring target
apparatus; and monitoring condition management informa-
tion that defines an event issuance condition for each type of
the monitoring target resources; wherein the monitoring
agent judges whether to issue an event or not, based on the
monitoring information and the monitoring condition man-
agement information; and if the monitoring agent issues the
event, it transmits the issued event to all the plurality of
monitoring manager apparatuses; and wherein the monitor-
ing manager apparatuses receives the event from the moni-
toring agent.

Advantageous Effects of Invention

Monitoring control can be operated continuously and sta-
bly according to the present invention.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is a schematic diagram for explaining the outline of
monitoring control according to this embodiment.

FIG. 2 is an overall configuration diagram of a monitoring
system according to this embodiment.

FIG. 3 is an internal configuration diagram of a monitoring
target apparatus.

FIG. 4 is an internal configuration diagram of a monitoring
manager apparatus.

FIG. 5 is a logical configuration diagram of a connection
destination monitoring manager management table.

FIG. 6 is a logical configuration diagram of a monitoring
information collection definition management table.

FIG. 7 is a logical configuration diagram of a monitoring
condition management table.

FIG. 8 is a logical configuration diagram of an event
retransmission queue.

FIG. 9 is a logical configuration diagram of an event.
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FIG. 10 is a logical configuration diagram of a monitoring
condition definition management database.

FIG. 11 is a logical configuration diagram of a monitoring
condition distribution destination management database.

FIG. 12 is a logical configuration diagram of an action
definition management database.

FIG. 13 is a screen configuration diagram displayed on a
monitoring console.

FIG. 14 is a flowchart illustrating monitoring condition
acquisition processing.

FIG. 15 is a flowchart illustrating monitoring information
collection processing.

FIG. 16 is a flowchart illustrating the details of the moni-
toring information collection processing.

FIG. 17 is a flowchart illustrating event transmission pro-
cessing.

FIG. 18 is a flowchart illustrating the details of event
retransmission processing.

FIG. 19 is a flowchart illustrating the details of the event
retransmission processing.

FIG. 20 is a flowchart illustrating primary apparatus flag
reselling processing.

FIG. 21 is a flowchart illustrating secondary apparatus flag
resetting processing.

FIG. 22 is aflowchart illustrating event transfer processing.

FIG. 23 is a flowchart illustrating action execution process-
ing.

FIG. 24 is a logical configuration diagram of an event
queue according to a second embodiment.

FIG. 25 is a logical configuration diagram of an event
according to the second embodiment.

FIG. 26 is a conceptual diagram showing correspondence
relationship information.

FIG. 27 is a flowchart illustrating the details of the event
transmission processing.

FIG. 28 is a flowchart illustrating the details of the event
retransmission processing.

FIG. 29 is a flowchart illustrating primary apparatus flag
resetting processing.

FIG. 30 is a flowchart illustrating secondary apparatus flag
resetting processing.

FIG. 31 is a flowchart illustrating transmitted event dele-
tion processing.

DESCRIPTION OF EMBODIMENTS

An embodiment of the present invention will be described
below in detail with reference to drawings.

Information about this invention will be explained in the
description below, using expressions such as “aaa tables,”
“aaa lists,” “aaa DBs,” and “aaa queues,” but these pieces of
information may not be expressed by means of data structures
such as tables, lists, DBs, and queues. Accordingly, informa-
tion such as “aaa tables,” “aaa lists,” “aaa DBs,” and “aaa
queues,” may be sometimes called “aaa information™ in order
to indicate that such information does not depend on the data
structures. Moreover, expressions such as “identification
information,” “identifier,” “name,” and “ID” are used when
explaining the content of each piece of information, but they
can be replaced with each other.

The following explanation may be given by using the word
“program” as a subject. However, since a program is executed
by execution of specified processing by a processor using a
memory and a communication port (communication control
device), the processor may be used as a subject in the expla-
nation. Also, the processing disclosed by using a program as
a subject may be processing executed by a computer such as
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a management computer or an information processing unit.
Moreover, part or all programs may be implemented by dedi-
cated hardware. Furthermore, an embodiment will be
explained as a program that operates in a single thread; how-
ever, the embodiment may be implemented by program hard-
ware that operates in a multi-thread and multi-process.

Various programs may be installed in each computer by
means of storage media which can be read by a program
distribution server and the computer. In this case, the program
distribution server includes a CPU (Central Processing Unit)
and storage resources and the storage resources further store
distribution programs and target programs to be distributed.
Then, as the CPU executes the distribution programs, the
CPU for the program distribution server distributes the target
programs to be distributed to other computers.

(1) First Embodiment

(1-1) Outline of this Embodiment

FIG. 1 is a schematic diagram for explaining the outline of
monitoring control according to this embodiment. As a
double active configuration is adopted for monitoring man-
ager apparatuses 20 of a monitoring system 1 and even if
some anomaly occurs at either one of the monitoring manager
apparatuses 20 and the operation of that monitoring manager
apparatus 20 stops, this embodiment is designed to prevent
monitoring control of the monitoring system 1 from stopping
by executing an action to make the other monitoring manager
apparatus 20 assist or improve the operation of the monitoring
system 1. Furthermore, if the monitoring manager appara-
tuses 20 simply have the double active configuration, the
plurality of monitoring manager apparatuses 20 may execute
the same action. So, this embodiment is intended to prevent
the execution of the same action (fault execution of the action)
by each of the monitoring manager apparatuses 20.

Specifically speaking, a monitoring target apparatus 10,
the monitoring manager apparatuses 20 having the double
active configuration, and a monitoring console 30 which con-
stitute the monitoring system 1 execute the following pro-
cessing. Firstly, the monitoring target apparatus 10 is config-
ured by storing a monitoring agent 1034 and this monitoring
agent 1034 periodically collects monitoring information
from monitoring target resources (SP1).

The collected monitoring information is information indi-
cating performance information and operating information
about resources such as a CPU activity ratio, a memory activ-
ity ratio, process operation status, and response performance.

Next, after collecting the monitoring information from the
resources (SP2), the monitoring agent 1034 judges whether to
generate an event or not, based on the collected monitoring
information and a predetermined monitoring condition. The
event is: information generated when the collected monitor-
ing information satisfies the predetermined monitoring con-
dition; and information indicating that the monitoring target
apparatus 10 is in an abnormal state or a warning state. The
monitoring condition is threshold information indicating
whether the abnormal state or the warning state.

When the monitoring agent 1034 generates an event (SP3),
it issues this event to each monitoring manager apparatus 20
of the double active configuration (SP4 and SP5). As all the
monitoring manager apparatus 20 of the double active con-
figuration receive the event, even if one of the monitoring
manager apparatuses 20 stops due to some anomaly, it is
possible to continue executing monitoring control based on
the event received by the other monitoring manager apparatus
20.
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When issuing the event, the monitoring agent 1034 issues
an action execution request together with the event to either
one of the monitoring manager apparatuses 20 (SP4) and
issues only the event to the other monitoring manager appa-
ratus 20 (SP5). Since the monitoring agent 1034 controls a
receiver of the action execution request in this way, it is
possible to have only the monitoring manager apparatus 20,
which has received the action execution request, execute an
action and prevent the monitoring manager apparatus 20,
which has not received the action execution request, from
executing the action. Therefore, it is possible to avoid fault
execution of the action.

Incidentally, the event and the action execution request are
illustrated here in the drawing by distinguishing one from the
other for the purpose of illustration; however, the invention is
not limited to this example and the event may include the
action execution request or an action stop request to not allow
execution of the action. Specifically speaking, the action
execution request may be included in the event by providing
an action flag in the event, setting the action flag to 1, and
sending the event as will be described later in this embodi-
ment. Moreover, the event can be included in the action stop
request by setting the action flag to 0 and then sending the
event.

The monitoring manager apparatus 20 which has received
the action execution request issues an action execution
request to the monitoring target apparatus 10 or the monitor-
ing console 30 (SP6) and then terminates monitoring control
according to this embodiment. Incidentally, when the moni-
toring target apparatus 10 receives the action execution
request, it actually executes an action to, for example, stop the
operation of a resource which is an action execution target.
Moreover, when the monitoring console 30 receives the
action execution request, it executes an action to notify an
administrator of improvement of the monitoring target appa-
ratus 10 by, for example, displaying that the monitoring target
apparatus 10 is in the abnormal state or the warning state, on
a display screen which is not shown here.

Accordingly, when the monitoring manager apparatuses
20 have the double active configuration and the monitoring
agent 1034 generates an event, the event is issued to all the
monitoring manager apparatuses 20 according to this
embodiment. So, even if either one of the monitoring man-
ager apparatuses 20 stops, it is possible to have the other
monitoring manager apparatus 20 which has received the
event issued from the monitoring agent 1034 continue moni-
toring control. Therefore, it is possible to avoid stoppage of
monitoring control.

Furthermore, according to this embodiment, the monitor-
ing agent 1034 controls a receiver of an action execution
request and thereby issues the action execution request to
only one of the monitoring manager apparatuses 20. So, it is
possible to prevent fault execution of the action which can
happen when the double active configuration of the monitor-
ing manager apparatuses 20 is simply employed.

Therefore, according to this embodiment, it is possible to
avoid monitoring control from stopping and prevent fault
execution of the action, so that monitoring control can be
operated continuously stably. Moreover, adjustment of the
action execution is realized not by cooperation between the
monitoring manager apparatuses 20, but by adjustment by the
monitoring agent 1034, so that it is no longer necessary to
construct a new communication path between the monitoring
manager apparatuses 20. Furthermore, adjustment of the
action execution by the monitoring agent 1034 makes it pos-
sible for only one of the monitoring manager apparatuses 20
to reliably execute the action even if a failure occurs at the
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monitoring manager apparatus 20 or a communication path
connected to the monitoring manager apparatus 20 at any
timing.

The details of a storage system and a storage system migra-
tion method according to this embodiment will be explained
below with reference to drawings.

(1-2) Overall Configuration

FIG. 2 shows on overall configuration of the monitoring
system 1. The monitoring system 1 includes a plurality of
monitoring target apparatuses 10, monitoring manager appa-
ratuses 20 of the double active configuration, and monitoring
consoles 30. Each of the plurality of monitoring target appa-
ratuses 10 and each of the monitoring manager apparatuses
20 having the double active configuration are mutually con-
nected via communication path N1 so that they can commu-
nicate with each other. The communication path N1 is, for
example, a LAN (Local Area Network). Moreover, the moni-
toring manager apparatus 20 and the monitoring console 30
are connected via communication path N2 so that they can
communicate with each other; and this communication path
N2 is a LAN like N1.

Incidentally, the configuration in which two monitoring
manager apparatuses 20 are connected to the plurality of
monitoring target apparatuses 10 via the same communica-
tion path N1; however, the same communication path does
not necessarily have to be used and the monitoring manager
apparatuses 20 may be connected to the plurality of monitor-
ing target apparatuses 10 via different communication paths.
Furthermore, the storage system has been described as being
configured by locating the monitoring console 30; however,
the monitoring console 30 is not always required and the
monitoring manager apparatus 20 may have a display func-
tion of the monitoring console 30.

Next, the internal configuration of each apparatus will be
explained with reference to FIG. 3 and FIG. 4.

(1-3) Internal Configuration

FIG. 3 shows the internal configuration of the monitoring
target apparatus 10. The monitoring target apparatus 10
includes a CPU 101 for generally controlling the operation of
the monitoring target apparatus 10, a local disk 102, a
memory 103, and a communications I/F 104 for connecting to
the communication path N1. Moreover, they are connected to
each other via an internal bus B1 so that they can communi-
cate with each other. Specifically speaking, it should be noted
that the monitoring target apparatus 10 is a server system, a
storage apparatus, or a network device.

The local disk 102 stores a connection destination moni-
toring manager management table 1021, a monitoring infor-
mation storage DB 1022, and a monitoring information col-
lection definition management table 1023. Furthermore, the
memory 103 stores a monitoring condition management table
1031, a primary apparatus event retransmission queue 1032,
a secondary apparatus event retransmission queue 1033, and
a monitoring agent 1034. These table structures and queue
structures will be explained later (FIG. 5 to FIG. 9).

The monitoring agent 1034 is a program including a moni-
toring information collection service program P1 and a moni-
toring information storage service program P2. The monitor-
ing information collection service program P1 is a program
for having a monitoring information collection module P11
collect monitoring information from resources, having a
monitoring information evaluation module P12 evaluate the
collected monitoring information, and having an event cre-
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ation module P13 generate an event based on the evaluation
results. The details of processing executed by the monitoring
information collection service program P1 will be described
later (FIG. 14 to FIG. 16).

Furthermore, the monitoring information storage service
program P2 is a program for issuing an event generated by an
event issuing module P21 and having a monitoring informa-
tion storage module P22 store the monitoring information in
the monitoring information storage DB 1022. The details of
processing executed by the monitoring information storage
service program P2 will be described later (FIG. 17 to FIG.
21).

FIG. 4 shows the internal configuration of the monitoring
manager apparatus 20. The monitoring manager apparatus 20
includes a CPU 201 for generally controlling the operation of
the monitoring manager apparatus 20, a local disk 202, a
memory 203, and a communications I/F 204 for connecting to
the communication path N1. Moreover, they are connected to
each other via an internal bus B2 so that they can communi-
cate with each other.

The local disk 202 stores a monitoring condition definition
management DB 2021, a monitoring condition distribution
destination management DB 2022, and an action definition
management DB 2023. Each of their DB structures will be
explained later (FIG. 10 to FIG. 12).

Furthermore, the memory 203 stores a monitoring man-
ager P3. The monitoring manager P3 is a program including
an event transfer service program P31, a configuration man-
agement service program P32, an action execution service
program P33, and a View-I/F service program P34. The
details of processing executed by the monitoring manager P3
based on these programs will be explained later (FIG. 22 and
FIG. 23).

Next, each of various pieces of information stored in the
monitoring target apparatus 10 will be explained with refer-
ence to FIG. 5 to FIG. 9. Moreover, various pieces of infor-
mation stored in the monitoring manager apparatus 20 will be
explained with reference to FIG. 10 to FIG. 12.

(1-4) Details of Each Structure

FIG. 5 shows a logical structure of the connection destina-
tion monitoring manager management table 1021. The con-
nection destination monitoring manager management table
1021 is a table created by the administrator by presetting it in
the monitoring target apparatus 10 and stores the monitoring
manager apparatuses 20, which are destinations to be con-
nected, and their priority information. This connection desti-
nation monitoring manager management table 1021 is used
when communicating with the monitoring manager appara-
tus 20.

Specifically speaking, the connection destination monitor-
ing manager management table 1021 includes a connection
destination monitoring manager host column 10211 and a
connection priority column 10212.

The connection destination monitoring manager host col-
umn 10211 stores an identifier of the monitoring manager
apparatus 20 to which the monitoring target apparatus 10
connects. Furthermore, the connection priority column
10212 stores information indicating which monitoring man-
ager apparatus 20 of the connection destination monitoring
manager apparatuses 20 should be a primary apparatus (high
priority) or a secondary apparatus (low priority).

Therefore, in the case of FIG. 5, it is shown that the moni-
toring target apparatus 10 which stores this connection des-
tination monitoring manager management table 1021 is con-
nected to two monitoring manager apparatuses 20, “host o
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and “host 3”’; and the monitoring manager apparatus 20 which
is “host a” is set as the primary apparatus and the monitoring
manager apparatus 20 which is “host §” is set as the second-
ary apparatus.

FIG. 6 shows a logical structure of the monitoring infor-
mation collection definition management table 1023. The
monitoring information collection definition management
table 1023 is a table created by the administrator by presetting
it in the monitoring target apparatus 10 and stores information
indicating whether or not to store the monitoring information
in the monitoring information storage DB 1022, and infor-
mation indicating a time interval for acquiring the monitoring
information. This monitoring information collection defini-
tion management table 1023 is used to collect the monitoring
information.

Specifically speaking, the monitoring information collec-
tion definition management table 1023 includes a monitored
target column 10231, a whether-stored-in-DB-or-not column
10232, an interval column 10233, and an offset column
10234.

The monitored target column 10231 stores information
about a monitored target resource among the resources of the
monitoring target apparatus 10. Moreover, the whether-
stored-in-DB-or-not column 10232 stores information indi-
cating whether or not to store the monitoring information,
which is collected from the resource, in the monitoring infor-
mation storage DB 1022. Furthermore, the interval column
10233 stores information indicating the time interval for
acquiring the monitoring information from the resource.
Also, the offset column 10234 stores information indicating
count start time after offset when offset is performed at pre-
viously designated time and timing for the purpose of load
reduction.

Therefore, in the case of FIG. 6, it is shown that, for
example, if the monitoring target resource is a “CPU,” the
collected monitoring information (CPU activity ratio) is to be
stored in the monitoring information storage DB 1022 (“Y™);
the activity ratio of this CPU is collected every “60” seconds;
and if count time reaches the timing for offset, time which has
been counted is offset to “0” and the count is started.

FIG. 7 shows a logical structure of the monitoring condi-
tion management table 1031. The monitoring condition man-
agement table 1031 is a table created by acquiring a monitor-
ing condition, which was preset by the administrator in the
monitoring manager apparatus 20, from the monitoring man-
ager apparatus 20 and stores information of a threshold indi-
cating whether or not to generate an event (monitoring con-
dition). This monitoring condition management table 1031 is
used to judge whether or not to generate an event by evaluat-
ing the collected monitoring information.

Specifically speaking, the monitoring condition manage-
ment table 1031 includes a condition definition name column
10311, an anomaly condition column 10312, a warning con-
dition column 10313, a monitoring time zone column 10314,
and a message column 10315.

The condition definition name column 10311 stores a con-
dition definition name. The anomaly condition column 10312
stores a threshold indicating whether the collected monitor-
ing information is at an abnormal level or not. The warning
condition column 10313 stores a threshold indicating
whether the collected information is at a warning level or not.
The monitoring time zone column 10314 stores information
about a time zone during which the monitoring information is
collected. The message column 10315 stores a message tem-
plate displayed on a display screen of the monitoring console
30 when the collected monitoring information is at the abnor-
mal or warning level.
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Therefore, in the case of FIG. 7, it is shown that: for
example, if the condition definition name is “CPU Monitor-
ing,” this entry stores the monitoring condition for the moni-
toring information collected from the CPU; and if the col-
lected monitoring information (CPU activity ratio) is more
than 90% (“CPU>90"), the relevant level is the abnormal
level; and if the collected CPU activity ratio is equal to or less
than 90% and more than 50% (“90=CPU>50"), the relevant
level is the warning level. Moreover, it is defined that the CPU
activity ratio is always monitored (“Always”); and it is shown
that if the relevant level is the abnormal level or the warning
level, the collected CPU activity ratio is displayed as a mes-
sage.

FIG. 8 shows a logical structure of the primary apparatus
event retransmission queue 1032 and the secondary apparatus
event retransmission queue 1033. The primary apparatus
event retransmission queue 1032 and the secondary apparatus
event retransmission queue 1033 store event E1 which should
be retransmitted and is waiting to be retransmitted when its
transmission from the monitoring target apparatus 10 to the
monitoring manager apparatus 20 has failed.

The primary apparatus event retransmission queue 1032
stores the event E1 to be retransmitted to the monitoring
manager apparatus 20 which is set as the primary apparatus;
and the secondary apparatus event retransmission queue 1033
stores the event E1 to be retransmitted to the monitoring
manager apparatus 20 which is set as the secondary appara-
tus. The same event E1 is stored in these queues.

FIG. 9 shows a logical structure of the event E1. The event
E1 is generated when the collected monitoring information
satisfies the monitoring condition managed by the monitoring
condition management table 1031; and the event E1 stores
information indicating that the relevant resource is at the
abnormal level or the warning level, and information indicat-
ing whether an action should be executed or not. After this
event E1 is generated, it is transmitted to the monitoring
manager apparatus 20; and if the transmission fails, it is
stored in the event retransmission queues 1032 and 1033.

Specifically speaking, the event F1 includes a condition
definition name area E11, a monitored target host name area
E12, a status area E13, a monitoring information area E14, an
action flag area E15, and a data/time area E16.

The condition definition name area E11 stores a condition
definition name. The monitored target host name area E12
stores an identifier of the monitoring target apparatus 10
having the resource evaluated as being at the abnormal level
or the warning level. The status area E13 stores information
indicating whether the abnormal level or the warning level.
The monitoring information area E14 stores the collected
monitoring information. The action flag area E15 stores a flag
for requesting the execution of an action or a flag for not
requesting the execution of an action (a flag for requesting the
action execution to be stopped). The data/time area E16 stores
a date and time when the event E1 was generated.

Therefore, in the case of FIG. 9, it is shown that since the
condition definition name is “CPU Monitoring,” this is an
event about the monitoring information collected from the
CPU (CPU activity ratio); the monitoring target apparatus 10
having this CPU is “host A”; and the activity ratio of the
collected CPU is at an “Abnormal” level. It is also shown that
the collected CPU activity ratio is “95”% and the monitoring
manager apparatus 20 which receives this event is requested
to execute the action (“action flag: 1”). Moreover, it is shown
that this event was generated on “2012/11/01 12:00:00.”

FIG. 10 shows a logical structure of the monitoring condi-
tion definition management DB 2021. The monitoring con-
dition definition management DB 2021 is information created
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by the administrator by presetting it in the monitoring man-
ager apparatus 20 and includes threshold information indi-
cating whether to generate an event or not (monitoring con-
dition). This monitoring condition definition management
DB 2021 is master information of the monitoring condition
management table 1031 and is used by the monitoring target
apparatus 10 to create the monitoring condition management
table 1031.

Specifically speaking, the monitoring condition definition
management DB 2021 includes a condition definition name
area 20211, a monitored target type area 20212, an anomaly
condition area 20213, a warning condition area 20214, a
monitoring time zone area 20215, and a message area 20216.

The condition definition name area 20211 stores a condi-
tion definition name. The monitored target type area 20212
stores the type of a monitored target. The anomaly condition
area 20213 stores a threshold indicating whether the collected
monitoring information is at the abnormal level or not. The
warning condition area 20214 stores a threshold indicating
whether the collected information is at the warning level or
not. The monitoring time zone area 20215 stores information
about a time zone during which the monitoring information is
collected. When the collected monitoring information is at
the abnormal or warning level, the message area 20216 stores
a message template displayed on the display screen of the
monitoring console 30.

Therefore, in the case of FIG. 10, it is shown that: for
example, if the condition definition name is “CPU Monitor-
ing,” this entry stores the monitoring condition for the moni-
toring information collected from the CPU; and since the
CPU is a target to be monitored target, a monitoring type
“Platform™ is stored; and it is defined that if the collected
monitoring information (CPU activity ratio) is more than
90% (“CPU>90"), the relevant level is the abnormal level;
and if the collected CPU activity ratio is equal to or less than
90% and more than 50% (“90=CPU>50"), the relevant level
is the warning level. Moreover, it is defined that the CPU
activity ratio is always monitored (“Always”); and it is shown
that if the relevant level is the abnormal level or the warning
level, the collected CPU activity ratio is displayed as a mes-
sage.

FIG. 11 shows a logical structure of the monitoring condi-
tion distribution destination management DB 2022. The
monitoring condition distribution destination management
DB 2022 is information created by the administrator by pre-
setting it in the monitoring manager apparatus 20 and
includes information indicating a location to which the moni-
toring condition defined by the monitoring condition defini-
tion management DB 2021 is distributed. This monitoring
condition distribution destination management DB 2022 is
used by the monitoring target apparatus 10 to create the
monitoring condition management table 1031.

Specifically speaking, the monitoring condition distribu-
tion destination management DB 2022 includes a condition
definition name area 20221 and a distribution target host area
20222.

The condition definition name area 20221 stores a condi-
tion definition name. Moreover, the distribution target host
area 20222 stores an identification of the monitoring target
apparatus 10 that is the location where the monitoring condi-
tion is distributed.

Therefore, in the case of FIG. 11, it is shown that the
monitoring condition whose condition definition name is
“CPU Monitoring” is distributed to two monitoring target
apparatuses 10, “host A” and “host B.”

FIG. 12 shows a logical structure of the action definition
management DB 2023. The action definition management
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DB 2023 is information created by the administrator by pre-
setting it in the monitoring manager apparatus 20 and
includes information indicating the content of an action to be
executed when an event is issued. This action definition man-
agement DB 2023 is used when the monitoring manager
apparatus 20 executes the action.

Specifically speaking, the action definition management
DB 2023 includes a condition definition name area 20231, an
action condition area 20232, a mail area 20233, a command
area 20234, an SNMP area 20235, and an action execution
destination area 20236.

The condition definition name area 20231 stores a condi-
tion definition name. The action condition area 20232 stores
information indicating an anomaly or a warning as an action
condition. The mail area 20233 stores information indicating
whether or not to issue mail as the content of the action. The
command area 20234 stores information indicating whether
or not to issue a command as the content of the action, and the
content of the command when it is issued. The SNMP area
20235 stores information indicating whether or not to moni-
tor or control a monitoring target apparatus 10 (particularly, a
network device) connected to the communication path N1,
using the SNMP (Simple Network Management Protocol).

Therefore, in the case of FIG. 12, it is shown that, for
example, if the condition definition name is “Memory Moni-
toring” and the action condition is “Warning,” mail is issued
as the content of the action.

FIG. 13 shows a screen structure of the display screen 31
for the monitoring console 30. The display screen 31 is a
screen displayed when the administrator operates the moni-
toring console 30; and histories of events and monitoring
information received by the monitoring manager apparatus
20 are displayed.

Specifically speaking, the display screen 31 includes a
data/time column 311, a host column 312, a status column
313, a condition definition name column 314, and a message
column 315.

The data/time column 311 displays a date and time when
the relevant event was received. The host column 312 displays
an identifier of the monitoring target apparatus 10. The status
column 313 displays information indicating that the monitor-
ing target apparatus 10 which has issued the event is at an
abnormal level, a warning level, or a normal level. The con-
dition definition name column 314 displays the condition
definition name. The message column 315 displays a message
about a resource which has collected the monitoring informa-
tion.

Therefore, in the case of FIG. 13, it is shown that an event
indicating that the CPU activity ratio is “Abnormal” was
received from the monitoring target apparatus 10 “host A” on
the date and time “2012/11/01 12:00:00.”

(1-5) Flowcharts

FIG. 14 illustrates a processing sequence of monitoring
condition acquisition processing. This monitoring condition
acquisition processing is executed based on the monitoring
agent 1034 (the monitoring information collection service
program P1) and the CPU 102 as triggered by activation of the
monitoring agent 1034. The monitoring agent 1034 will be
explained as a processing subject for the purpose of illustra-
tion.

The monitoring agent 1034 firstly issues a monitoring con-
dition acquisition request to the monitoring manager appara-
tus 20 and acquires a monitoring condition from the monitor-
ing manager apparatus 20 (SP11). Incidentally, after
receiving the monitoring condition acquisition request issued
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from the monitoring agent 1034, the monitoring manager
apparatus 20 refers to the monitoring condition distribution
destination management DB 2022 and acquires a condition
definition name (for example, CPU monitoring) required for
the monitoring agent 1034 which issued the monitoring con-
dition acquisition request. Next, the monitoring manager
apparatus 20 refers to the monitoring condition definition
management DB 2021 and acquires the monitoring condition
(for example, an entry for the CPU monitoring) correspond-
ing to the previously acquired condition definition name.
Then, the monitoring manager apparatus 20 transmits the
acquired monitoring condition to the monitoring agent 1034.

Then, after receiving the monitoring condition issued from
the monitoring manager apparatus 20, the monitoring agent
1034 writes the received monitoring condition to the moni-
toring condition management table 1031 in the memory 103
(SP12) and terminates this processing.

FIG. 15 illustrates a processing sequence of monitoring
information collection processing. This monitoring informa-
tion collection processing is executed based on the monitor-
ing agent 1034 (the monitoring information collection service
program P1) and the CPU 102 as triggered by the acquisition
of the monitoring condition by the monitoring agent 1034.

Firstly, the monitoring agent 1034 accesses the local disk
102 and acquires the monitoring information collection defi-
nition management table 1023 (SP21). Then, the monitoring
agent 1034 judges whether the interval time has elapsed or
not, by referring to the acquired monitoring information col-
lection definition management table 1023 (SP22).

If the monitoring agent 1034 obtains a negative result for
this judgment, it repeats this judgment until the interval time
elapses. On the other hand, if the monitoring agent 1034
obtains an affirmative result for this judgment, it executes
monitoring information collection processing (SP23). The
details of this monitoring information collection processing
will be explained later (FIG. 16).

Next, the monitoring agent 1034 judges whether or not an
instruction to stop the monitoring information collection ser-
vice program P1 has been issued or not (SP24). Incidentally,
it is possible to issue the instruction to stop the monitoring
information collection service program P1 by, for example,
having a service engineer or an administrator execute arbi-
trary operation on the monitoring target apparatus 10. If the
monitoring agent 1034 obtains a negative result for this judg-
ment, the monitoring agent 1034 proceeds to step SP22 and
continues repeating the aforementioned processing ofloop A.
On the other hand, if the monitoring agent 1034 obtains an
affirmative result for this judgment, it terminates this process-
ing.

FIG. 16 illustrates a detailed processing sequence of the
monitoring information collection processing. This monitor-
ing information collection processing is executed based on
the monitoring agent 1034 (the monitoring information col-
lection service program P1) and the CPU 102 as triggered
when the processing in the monitoring information collection
processing (FIG. 15) proceeds to step SP23.

Firstly, the monitoring agent 1034 collects the monitoring
information from the monitoring target apparatus 10 (SP31)
and evaluates the collected monitoring information by refer-
ring to the monitoring condition management table 1031
(SP32). For example, if the collected monitoring information
is information indicating that the CPU activity ratio is 90%,
and since the relevant level is the abnormal level in a case of
the CPU activity ratio >90% with reference to the monitoring
condition management table 1031, the monitoring agent 1034
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can evaluate the monitoring target apparatus 10, from which
the monitoring information is collected, as being in an abnor-
mal state.

The monitoring agent 1034 judges if the collected moni-
toring information exceeds an abnormal/warning condition
or not (SP33). If the monitoring agent 1034 obtains a negative
result for this judgment, it proceeds to step SP36. On the other
hand, if the monitoring agent 1034 obtains an affirmative
result for this judgment, it generates an event (SP34). Then,
the monitoring agent 1034 issues the generated event to the
monitoring information storage service program P2 (SP35).

The monitoring agent 1034 judges whether to store the
monitoring information, which was collected in step SP31, in
the monitoring information storage DB 1022 or not, by refer-
ring to the monitoring information collection definition man-
agement table 1023 (SP36). If the monitoring agent 1034
obtains a negative result for this judgment, it terminates this
processing without storing the collected monitoring informa-
tion in the monitoring information storage DB 1022. On the
other hand, if the monitoring agent 1034 obtains an affirma-
tive result for this judgment, it issues the collected monitoring
information to the monitoring information storage service
program P2 (SP37) and terminates this processing.

FIG. 17 illustrates a processing sequence of event trans-
mission processing. This event transmission processing is
executed based on the monitoring agent 1034 (the monitoring
information storage service program P2) and the CPU 102 as
triggered when the monitoring information storage service
program P2 receives the monitoring information or event
issued from the monitoring information collection service
program P1.

Firstly, the monitoring agent 1034 judges whether it has
received the event or monitoring information issued from the
monitoring information collection service program P1
(SP41). If the monitoring agent 1034 determines as a result of
this judgment that it has received the monitoring information,
it stores the received monitoring information in the monitor-
ing information storage DB 1022 (SP42). On the other hand,
if the monitoring agent 1034 determines as a result of this
judgment that it has received the event, it executes event
transmission processing for transmitting the received event to
the monitoring manager apparatus 20 (SP43). The details of
the event transmission processing will be explained later
(FIG. 18).

Next, the monitoring agent 1034 judges whether or not a
certain amount of time has elapsed since the event retrans-
mission processing after storing the monitoring information
ortransmitting the event (SP44). If the monitoring agent 1034
obtains a negative result for this judgment, it proceeds to step
SP47. Onthe other hand, ifthe monitoring agent 1034 obtains
an affirmative result for this judgment, it judges whether any
untransmitted event exists in the event retransmission queues
1032 and 1033 or not (SP45).

If the monitoring agent 1034 obtains an affirmative result
for this judgment, it executes the event retransmission pro-
cessing (SP46). The details of this event retransmission pro-
cessing will be explained later (FIG. 19). On the other hand,
if the monitoring agent 1034 obtains a negative result for this
judgment, it proceeds to step SP47.

Subsequently, the monitoring agent 1034 judges whether
or not an instruction to stop the monitoring information stor-
age service program P2 has been issued or not (SP47). If the
monitoring agent 1034 obtains a negative result for this judg-
ment, it proceeds to step SP41 and continues repeating the
aforementioned processing of loop A. On the other hand, if
the monitoring agent 1034 obtains an affirmative result for
this judgment, it terminates this processing.
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FIG. 18 illustrates a detailed processing sequence of the
event transmission processing. This event transmission pro-
cessing is executed based on the monitoring agent 1034 (the
monitoring information storage service program P2) and the
CPU 102 as triggered when the processing in the event trans-
mission processing (FIG. 17) proceeds to step SP43.

Firstly, the monitoring agent 1034 sets an action flag of the
eventto 1 (SP51). Incidentally, the event in this example is not
an event stored in the event retransmission queues 1032 and
1033, but is an event which is to be transmitted to the moni-
toring manager apparatus 20 right now.

Next, the monitoring agent 1034 executes primary appara-
tus flag resetting processing (SP52). The details of the pri-
mary apparatus flag resetting processing will be explained
later (FIG. 20); however, briefly speaking, the primary appa-
ratus flag resetting processing is processing executed, when
the primary apparatus event retransmission queue 1032 stores
an event(s) waiting to be transmitted besides the event to be
transmitted right now to the monitoring manager apparatus 20
which is set as the primary apparatus, to also transmit the
event(s), which is stored in the primary apparatus event
retransmission queue 1032 and is waiting to be transmitted, at
the same time. When this happens, this processing is to set the
action flag of all events, which are stored in the primary
apparatus event retransmission queue 1032 to be transmitted,
to1or0.

After executing the primary apparatus flag resetting pro-
cessing, the monitoring agent 1034 transmits the event to the
monitoring manager apparatus 20, which is set as the primary
apparatus, and then judges whether the transmission has been
successful or failed (SP53).

Regarding the event which has failed to be transmitted, the
monitoring agent 1034 copies the event and stores it in the
primary apparatus event retransmission queue 1032 (SP54).
Then, since the transmission has failed, the monitoring agent
1034 sets the action flag to 1 (SP55).

On the other hand, regarding the event which has been
successfully transmitted, the monitoring agent 1034 sets the
action flag of this event to 0 without storing it in the primary
apparatus event retransmission queue 1032 (SP56).

Next, the monitoring agent 1034 executes secondary appa-
ratus flag resetting processing (SP57). The details of the sec-
ondary apparatus flag resetting processing will be explained
later (FIG. 21); however, briefly speaking, the secondary
apparatus flag resetting processing is processing executed,
when the secondary apparatus event retransmission queue
1033 stores an event(s) waiting to be transmitted besides the
event to be transmitted right now to the monitoring manager
apparatus 20 which is set as the secondary apparatus, to also
transmit the event(s), which is stored in this secondary appa-
ratus event retransmission queue 1033 and is waiting to be
transmitted, at the same time. When this happens, this pro-
cessing is to set the action flag of all events, which are stored
in this secondary apparatus event retransmission queue 1033
to be transmitted, to 1 or 0.

After executing the secondary apparatus flag resetting pro-
cessing, the monitoring agent 1034 transmits the event to the
monitoring manager apparatus 20, which is set as the second-
ary apparatus, and then judges whether the transmission has
been successful or failed (SP58).

Regarding the event which has failed to be transmitted, the
monitoring agent 1034 copies the event and stores it in the
secondary apparatus event retransmission queue 1033 (SP59)
and terminates this processing.

On the other hand, regarding the event which has been
successfully transmitted, the monitoring agent 1034 deter-
mines that the event which was intended to be transmitted has
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been successfully transmitted to the monitoring manager
apparatus 20 as the secondary apparatus and all the events
which were stored in the secondary apparatus event retrans-
mission queue 1033 and waiting to be transmitted have been
successfully transmitted; and then terminates this processing.

FIG. 19 illustrates a detailed processing sequence of event
retransmission processing. This event retransmission pro-
cessing is executed based on the monitoring agent 1034 (the
monitoring information storage service program P2) and the
CPU 102 as triggered when the processing in the event trans-
mission processing (FIG. 17) proceeds to step SP46.

Firstly, the monitoring agent 1034 executes primary appa-
ratus flag resetting processing (SP61). The primary apparatus
flag resetting processing is processing for setting the action
flag of all the events, which are stored in the primary appara-
tus event retransmission queue 1032 and are waiting to be
transmitted as described above, to 1 or 0 and the details of the
processing will be explained later (FIG. 20).

Next, after executing the primary apparatus flag resetting
processing, the monitoring agent 1034 executes processing
for transmitting all the events stored in the primary apparatus
event retransmission queue 1032 to the monitoring manager
apparatus 20, which is set as the primary apparatus, and
judging whether the transmission has been successful or
failed (SP62).

Regarding the event which has been successfully transmit-
ted, the monitoring agent 1034 deletes it from the primary
apparatus event retransmission queue 1032 (SP63) and pro-
ceeds to step SP64.

On the other hand, regarding the event which has failed to
be transmitted, the monitoring agent 1034 executes the sec-
ondary apparatus flag resetting processing (SP64). The sec-
ondary apparatus flag resetting processing is processing for
setting the action flag of all the events, which are stored in the
secondary apparatus event retransmission queue 1033 and are
waiting to be transmitted as described above, to 1 or 0 and the
details of the processing will be explained later (FIG. 21).

Then, after executing the secondary apparatus flag reset-
ting processing, the monitoring agent 1034 executes process-
ing for transmitting all the events stored in the secondary
apparatus event retransmission queue 1033 to the monitoring
manager apparatus 20, which is set as the secondary appara-
tus, and judging whether the transmission has been successful
or failed (SP65).

Regarding the event which has failed to be transmitted, the
monitoring agent 1034 terminates this processing. On the
other hand, regarding the event which has been successfully
transmitted, the monitoring agent 1034 deletes it from the
secondary apparatus event retransmission queue 1033 (SP66)
and terminates this processing.

FIG. 20 illustrates a processing sequence of the primary
apparatus flag resetting processing. This primary apparatus
flag resetting processing is executed based on the monitoring
agent 1034 (the monitoring information storage service pro-
gram P2) and the CPU 102 as triggered when the processing
in the event transmission processing (FIG. 18) proceeds to
step SP52 or the processing in the event retransmission pro-
cessing (FIG. 19) proceeds to step SP61.

Firstly, the monitoring agent 1034 judges whether there is
any event stored in the primary apparatus event retransmis-
sion queue 1032 (SP71). If the monitoring agent 1034 obtains
a negative result for this judgment, no event for which the
action flag should be reset exists in the queue and, therefore,
the monitoring agent 1034 terminates this processing.

On the other hand, if the monitoring agent 1034 obtains an
affirmative result for this judgment, it extracts any one of the
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events stored in the primary apparatus event retransmission
queue 1032 as a processing target and sets this as event P
(SP72).

Subsequently, the monitoring agent 1034 judges whether
the same event as event P extracted as the processing target
exists in the secondary apparatus event retransmission queue
1033 or not (SP73).

If the monitoring agent 1034 obtains a negative result for
this judgment, that is, if the same event as event P does not
exist in the secondary apparatus event retransmission queue
1033, the monitoring agent 1034 determines that the same
event as event P has already been transmitted to the monitor-
ing manager apparatus 20 which is set as the secondary appa-
ratus. Now, assuming that the action flag of the first transmit-
ted event is set to 1, the action flag of the event transmitted to
the monitoring manager apparatus 20, which is set as the
secondary apparatus, is set to 1. Therefore, the monitoring
agent 1034 sets the action flag of this event P to 0 (SP74).

On the other hand, if the monitoring agent 1034 obtains an
affirmative result for this judgment, it determines that the
same event as event P has never been transmitted to the
monitoring manager apparatus 20 which is set as the second-
ary apparatus. Therefore, the monitoring agent 1034 sets the
action flag of this event P to 1 (SP75).

The monitoring agent 1034 judges whether or not the pro-
cessing from step SP72 to step SP75 has been executed on all
the events stored in the secondary apparatus event retransmis-
sion queue 1033 (SP76). If the monitoring agent 1034 obtains
a negative result for this judgment, it proceeds to step SP72
and repeats the aforementioned processing. On the other
hand, if the monitoring agent 1034 obtains a negative result
for this judgment, it terminates this processing.

FIG. 21 illustrates a processing sequence of secondary
apparatus flag resetting processing. This secondary apparatus
flag resetting processing is executed based on the monitoring
agent 1034 (the monitoring information storage service pro-
gram P2) and the CPU 102 as triggered when the processing
in the event transmission processing (FIG. 18) proceeds to
step SP57 or the processing in the event retransmission pro-
cessing (FIG. 19) proceeds to step SP64.

Firstly, the monitoring agent 1034 judges whether or not
there is any event stored in the secondary apparatus event
retransmission queue 1033 (SP81). If the monitoring agent
1034 obtains a negative result for this judgment, no event for
which the action flag should be reset exists in the queue and,
therefore, the monitoring agent 1034 terminates this process-
ing.

On the other hand, if the monitoring agent 1034 obtains an
affirmative result for this judgment, it extracts any one of the
events stored in the secondary apparatus event retransmission
queue 1033 as a processing target and sets this as event S
(SP82).

Subsequently, the monitoring agent 1034 judges whether
or not the same event as event S extracted as the processing
target exists in the primary apparatus event retransmission
queue 1032 (SP83).

If the monitoring agent 1034 obtains a negative result for
this judgment, that is, if the same event as event S does not
exist in the primary apparatus event retransmission queue
1032, the monitoring agent 1034 determines that the same
event as event S has already been transmitted to the monitor-
ing manager apparatus 20 which is set as the primary appa-
ratus. Now, assuming that the action flag of the first transmit-
ted event is set to 1, the action flag of the event transmitted to
the monitoring manager apparatus 20, which is set as the
primary apparatus, is set to 1. Therefore, the monitoring agent
1034 sets the action flag of this event S to 0 (SP84).
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On the other hand, if the monitoring agent 1034 obtains an
affirmative result for this judgment, it determines that the
same event as event S has never been transmitted to the
monitoring manager apparatus 20 which is set as the primary
apparatus. Therefore, the monitoring agent 1034 sets the
action flag of this event S to 1 (SP85).

The monitoring agent 1034 judges whether or not the pro-
cessing from step SP82 to step SP85 has been executed on all
the events stored in the primary apparatus event retransmis-
sion queue 1032 (SP86). If the monitoring agent 1034 obtains
a negative result for this judgment, it proceeds to step SP82
and repeats the aforementioned processing. On the other
hand, if the monitoring agent 1034 obtains a negative result
for this judgment, it terminates this processing.

FIG. 22 illustrates a processing sequence of event transfer
processing. This event transfer processing is executed based
on the monitoring manager P3 (the event transfer service
program P31) and the CPU 201 as triggered when the moni-
toring manager P3 (the event transfer service program P31)
receives the event transmitted from the monitoring agent
1034. For the purpose of illustration, the monitoring manager
P3 will be explained as a processing subject.

Firstly, the monitoring manager P3 judges whether it has
received an event or not (SP91). If the monitoring manager P3
obtains a negative result for this judgment, it waits to receive
an event. On the other hand, if the monitoring manager P3
obtains an affirmative result for this judgment, it transfers the
received event to the configuration management service pro-
gram P32 (SP92). After receiving the event, the configuration
management service program P32 enables the monitoring
manager apparatus 20 to centrally manage the status of the
monitoring target apparatus 10 by, for example, accumulating
the received event(s).

Then, the monitoring manager P3 transfers the received
event to the View-I/F service program P34 (SP93). After
receiving the event, the View-I/F service program P34 trans-
fers the received event to the monitoring console 30 so that the
content of the event can be viewed on the display screen of the
monitoring console 30.

Subsequently, the monitoring manager P3 judges whether
the action flag of the received event is 0 or 1 (SP94). If the
action flag is 0, the monitoring manager P3 proceeds to step
SP96. On the other hand, if the action flag is 1, the monitoring
manager P3 issues an action execution request to the action
execution service program P33 (SP95) and proceeds to step
SP96.

The monitoring manager P3 judges whether or not an
instruction to stop the event transfer service program P31 has
been issued or not (SP96). If the monitoring manager P3
obtains a negative result for this judgment, it proceeds to step
SP91 and continues repeating the aforementioned processing
of'loop A. On the other hand, if the monitoring manager P3
obtains an affirmative result for this judgment, it terminates
this processing.

FIG. 23 illustrates a processing sequence of action execu-
tion processing. This action execution processing is executed
based on the monitoring manager P3 (the action execution
service program P33) and the CPU 201 as triggered when the
processing in the event transfer processing (FIG. 22) pro-
ceeds to step SP95 and the action execution service program
P33 receives the action execution request issued from the
event transfer service program P31.

Firstly, the monitoring manager P3 has the configuration
management service program P32 refer to the action defini-
tion management DB 2023 and acquires an action definition
indicating the content of an action (SP101). For example, the
monitoring manager P3 acquires mail, a command, and
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SNMP, which are associated with the condition definition
name, as the action definition.

Next, the monitoring manager P3 judges whether it has
received an action execution request or not (SP102). If the
monitoring manager P3 obtains a negative result for this
judgment, it proceeds to step SP104. On the other hand, ifthe
monitoring manager P3 obtains an affirmative result for this
judgment, it executes the action (SP103) and proceeds to step
SP104.

The monitoring manager P3 judges whether an instruction
to stop the configuration management service program P32
has been issued or not (SP104). If the monitoring manager P3
obtains a negative result for this judgment, it proceeds to step
SP102 and continues repeating the aforementioned process-
ing. On the other hand, if the monitoring manager P3 obtains
an affirmative result for this judgment, it terminates this pro-
cessing.

(1-6) Advantageous Effect of this Embodiment

If the monitoring manager apparatuses 20 having the
double active configuration are employed and the monitoring
agent 1034 generates an event, the monitoring system 1
according to this embodiment as described above is designed
to issue the event to all the monitoring manager apparatuses
20. So, even if either one of the monitoring manager appara-
tuses 20 stops, the other monitoring manager apparatus 20
which has received the event issued from the monitoring
agent 1034 can be made to continue monitoring control.
Therefore, it is possible to avoid monitoring control from
stopping.

Furthermore, since this embodiment is designed so that the
monitoring agent 1034 controls the receiver, to which the
action execution request is issued, and issues the action
execution request to only either one of the monitoring man-
ager apparatuses 20, it is possible to prevent fault execution of
the action which occurs when the monitoring manager appa-
ratuses 20 having the double active configuration are simply
employed.

Therefore, since it is possible according to this embodi-
ment to avoid monitoring control from stopping and prevent
fault execution of the action, monitoring control can be oper-
ated continuously stably.

(2) Second Embodiment

The difference between a second embodiment and the first
embodiment is that according to the second embodiment, the
monitoring target apparatus 10 retains one common event
retransmission queue without retaining two queues, that is,
the primary apparatus event retransmission queue 1032 and
the secondary apparatus event retransmission queue 1033,
separately in the memory 103. Another difference is that as
one common event retransmission queue is retained, an event
to be stored in the event retransmission queue is made to
include information indicating whether or not to transmit the
event to the primary apparatus and the secondary apparatus.
The differences will be explained below in detail with refer-
ence to the relevant drawings.

(2-1) Details of Each Structure

FIG. 24 shows a logical structure of an event retransmis-
sion queue 1032A. The event retransmission queue 1032A
stores event E1A to be retransmitted when the event was
transmitted from the monitoring target apparatus 10 to the
monitoring manager apparatus 20, but the transmission has
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failed. The event retransmission queue 1032A stores event
E1A to be retransmitted to a monitoring manager apparatus
20, which is set as a primary apparatus, or event E1A to be
retransmitted to a monitoring manager apparatus 20 which is
set as a secondary apparatus. Specifically speaking, even if
the event has already been transmitted to either one of the
monitoring manager apparatuses 20, which are the primary
apparatus and the secondary apparatus, and has not been
transmitted to the other monitoring manager apparatus 20, the
untransmitted event is stored in this event retransmission
queue 1032A. If the event is retransmitted to both the moni-
toring manager apparatuses 20 which are the primary appa-
ratus and the secondary apparatus, event E1A in this queue is
deleted.

FIG. 25 shows a logical structure of event E1A. Event E1A
is generated when the collected monitoring information sat-
isfies the monitoring condition managed by the monitoring
condition management table 1031; and event E1A stores
information indicating that the relevant level is an abnormal
level or a warning level, and information indicating whether
or not to execute an action. When this event E1A is generated,
it is transmitted to both the monitoring manager apparatuses
20 which are the primary apparatus and the secondary appa-
ratus; and if the transmission to either one of them has been
successful and the transmission to the other monitoring man-
ager apparatus 20 has failed, event E1A is stored in the event
retransmission queue 1032A.

Specifically speaking, event E1A includes a condition defi-
nition name area E11A, a monitored target host name area
E12A, a status area E13A, a monitoring information area
E14A, an action flag area E15A, a data/time area E16A, a
whether-transmitted-to-primary-apparatus-or-not area
E17A, and a whether-transmitted-to-secondary-apparatus-
or-not area E18A.

The condition definition name area E11A stores a condi-
tion definition name. The monitored target host name area
E12A stores an identifier of a monitoring target apparatus 10
having a resource evaluated as being at the abnormal level or
the warning level. The status area E13A stores information
indicating whether the abnormal level or the warning level.
The monitoring information area E14A stores the collected
monitoring information. The action flag area E15A stores a
flag to request the execution of an action or a flag to not
request the execution of an action. The data/time area E16A
stores a date and time when event E1A was generated. The
whether-transmitted-to-primary-apparatus-or-not area E17A
stores information indicating whether this event E1A has
been transmitted to the monitoring manager apparatus 20
which is the primary apparatus. Also, the whether-transmit-
ted-to-secondary-apparatus-or-not area E18A stores infor-
mation indicating whether this event E1A has been transmit-
ted to the monitoring manager apparatus 20 which is the
secondary apparatus.

Therefore, in the case of FIG. 25, it is shown that since the
condition definition name is “CPU Monitoring,” the relevant
event is an event about monitoring information collected from
the CPU (CPU activity ratio); the monitoring target apparatus
10 having this CPU is “host &’; and the activity ratio of the
collected CPU is at an “Abnormal” level. Moreover, since the
collected CPU activity ratio is “95” % and this event has
already been transmitted to the monitoring manager appara-
tus 20 which is the primary apparatus (“whether transmitted
to the primary apparatus or not: Y”’) and has not been trans-
mitted to the monitoring manager apparatus 20 which is the
secondary apparatus, it is shown that the monitoring manager
apparatus 20 which is the secondary apparatus and receives
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this event does not request the execution of the action (“action
flag: 07). It is also shown that this event was generated on
“2012/11/01 12:00:00.”

FIG. 26 shows a conceptual diagram of correspondence
relationship information 1035. The correspondence relation-
ship information 1035 is information created, for example, in
the memory 103 by the administrator by presetting it in the
monitoring target apparatus 10 and stores information indi-
cating a combination of action flags corresponding to a com-
bination of whether the relevant event has been transmitted to
the primary apparatus and the secondary apparatus. This cor-
respondence relationship information 1035 is used, when
retransmitting event E1A stored in the event retransmission
queue 1032A to the monitoring manager apparatus 20 which
is the primary apparatus or the secondary apparatus, to
rewrite the action flag of event E1A to be retransmitted.

Specifically speaking, the correspondence relationship
information 1035 includes a whether-transmitted-to-pri-
mary-apparatus-or-not area 10351, a whether-transmitted-to-
secondary-apparatus-or-not area 10352, an action-flag-upon-
transmission-to-primary-apparatus area 10353, and an
action-flag-upon-transmission-to-secondary-apparatus area
10354.

The whether-transmitted-to-primary-apparatus-or-not
area 10351 stores Y when event E1A has already been trans-
mitted, or N when event E1A has not been transmitted yet, as
information indicating whether event E1A has been transmit-
ted to the monitoring manager apparatus 20 which is the
primary apparatus. If N is stored in the whether-transmitted-
to-primary-apparatus-or-not area 10351 when retransmitting
event E1A, event E1A is retransmitted to the monitoring
manager which is the primary apparatus. The whether-event-
is-transmitted-to-secondary-apparatus-or-not area 10352
stores Y when event E1A has already been transmitted, or N
when event E1A has not been transmitted yet, as information
indicating whether event E1A has been transmitted to the
monitoring manager apparatus 20 which is the secondary
apparatus. If N is stored in the whether-transmitted-to-sec-
ondary-apparatus-or-not area 10352 when retransmitting
event E1A, event E1A is retransmitted to the monitoring
manager which is the secondary apparatus. Furthermore, the
action-flag-upon-transmission-to-primary-apparatus ~ area
10353 stores information about the action flag when retrans-
mitting event E1A to the monitoring manager apparatus 20
which is the primary apparatus. The action-flag-upon-trans-
mission-to-secondary-apparatus area 10354 stores informa-
tion about the action flag when retransmitting event E1A to
the monitoring manager apparatus 20 which is the secondary
apparatus.

Therefore, in the case of FIG. 26, for example, when event
E1A is initially generated, event E1A has not been transmit-
ted to any of the monitoring manager apparatuses 20 which
are the primary apparatus and the secondary apparatus
(whether transmitted to the primary apparatus or not: N; and
whether transmitted to the secondary apparatus or not: N). If
event E1A is stored in the event retransmission queue 1032A
in this state, it is shown that the action flag of the event E1A
is set to 1. Subsequently, if this event E1A is stored in the
event retransmission queue 1032A in a state where event E1A
has been transmitted to the monitoring manager apparatus 20,
which is the primary apparatus, and has not been transmitted
to the monitoring manager apparatus 20 which is the second-
ary apparatus (whether transmitted to the primary apparatus
ornot: Y; and whether transmitted to the secondary apparatus
or not: N), the monitoring manager apparatus 20 which is the
secondary apparatus and receives event E1A will not be made
to execute the action, so that it is shown that the action flag of
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the event E1A is set to 0. Furthermore, it is shown that if this
event E1A is transmitted to the monitoring manager appara-
tus 20 which is the secondary apparatus, event E1A is deleted
from the event retransmission queue 1032A and will not be
stored in the queue.

(2-2) Flowcharts

FIG. 27 illustrates a detailed processing sequence of event
transmission processing according to the second embodi-
ment. This event transmission processing is executed based
on the monitoring agent 1034 (the monitoring information
storage service program P2) and the CPU 102 as triggered
when the processing in the event transmission processing
(FIG. 17) proceeds to step SP43.

Firstly, the monitoring agent 1034 sets the action flag of the
event to 1 (SP111). Incidentally, the event mentioned here is
not an event stored in the event retransmission queues 1032
and 1033, but is an event which is to be transmitted to the
monitoring manager apparatus 20 right now.

Next, the monitoring agent 1034 executes primary appara-
tus flag resetting processing according to the second embodi-
ment (SP112). The details of the primary apparatus flag reset-
ting processing according to the second embodiment will be
explained later (FIG. 29); however, briefly speaking, the pri-
mary apparatus flag reselling processing is processing
executed, when an event(s) waiting to be transmitted, besides
the event to be transmitted right now to the monitoring man-
ager apparatus 20 which is set as the primary apparatus, is
stored in the event retransmission queue 1032A, to also trans-
mit the event(s), which is stored in this event retransmission
queue 1032A and is waiting to be transmitted, at the same
time. When this happens, this processing is to set the action
flag ofall events, which are stored in this event retransmission
queue 1032A to be transmitted, to 1 or 0.

After executing the primary apparatus flag resetting pro-
cessing, the monitoring agent 1034 transmits events, includ-
ing those whose whether-transmitted-to-primary-apparatus-
or-not is N, among the events stored in the event
retransmission queue 1032A to the monitoring manager
apparatus 20, which is set as the primary apparatus, and then
judges whether the transmission has been successful or failed
(SP113).

Regarding the event which has failed to be transmitted, the
monitoring agent 1034 sets the whether-transmitted-to-pri-
mary-apparatus-or-not to N (SP114). Then, since the trans-
mission has failed, the monitoring agent 1034 sets the action
flag of this event to 1 (SP115).

On the other hand, regarding the event which has been
successfully transmitted, the monitoring agent 1034 sets the
action flag of this event to 0 (SP116) and also sets the
whether-transmitted-to-primary-apparatus-or-not to Y
(SP117).

Next, as preparation for transmission of the event to the
monitoring manager apparatus 20 which is the secondary
apparatus, the monitoring agent 1034 executes secondary
apparatus flag resetting processing according to the second
embodiment (SP118). The details of the secondary apparatus
flag resetting processing according to the second embodiment
will be explained later (FIG. 30); however, briefly speaking,
the secondary apparatus flag resetting processing is process-
ing executed, when an event(s) waiting to be transmitted,
besides the event to be transmitted right now to the monitor-
ing manager apparatus 20 which is set as the secondary appa-
ratus, is stored in the event retransmission queue 1032A, to
also transmit the event(s), which is stored in this event retrans-
mission queue 1032A and is waiting to be transmitted, at the
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same time. When this happens, this processing is to set the
action flag of all events, which are stored in this event retrans-
mission queue 1032A to be transmitted, to 1 or 0.

After executing the secondary apparatus flag resetting pro-
cessing, the monitoring agent 1034 transmits events, includ-
ing those whose whether-transmitted-to-secondary-appara-
tus-or-not is N, among the events stored in the event
retransmission queue 1032A, to the monitoring manager
apparatus 20, which is set as the secondary apparatus, and
then judges whether the transmission has been successful or
failed (SP119).

Regarding the event which has failed to be transmitted, the
monitoring agent 1034 sets the whether-transmitted-to-sec-
ondary-apparatus-or-not to N (SP120) and also stores this
event in the event retransmission queue 1032A (SP121) and
then terminates this processing.

On the other hand, regarding the event which has been
successfully transmitted, the monitoring agent 1034 sets the
whether-transmitted-to-secondary-apparatus-or-not to Y
(SP122) and also judges whether the whether-transmitted-to-
primary-apparatus-or-not is N or not (SP123).

If the monitoring agent 1034 obtains an affirmative result
for this judgment, this means that the event has been trans-
mitted to the monitoring manager apparatus 20 which is the
secondary apparatus, but not transmitted to the monitoring
manager apparatus which is the primary apparatus. So, the
monitoring agent 1034 stores this event in the event retrans-
mission queue 1032A (SP121) and terminates this process-
ing.

On the other hand, if the monitoring agent 1034 obtains a
negative result for the judgment of step SP123, it determines
that the event which was to be transmitted just then has been
successfully transmitted to both the monitoring manager
apparatuses 20, which are the primary apparatus and the
secondary apparatus, and all the events, which were stored in
the event retransmission queue 1032A and waiting to be
transmitted, have also been transmitted successfully; and then
the monitoring agent 1034 terminates this processing.

FIG. 28 illustrates a detailed processing sequence of event
retransmission processing according to the second embodi-
ment. This event retransmission processing is executed based
on the monitoring agent 1034 (the monitoring information
storage service program P2) and the CPU 102 as triggered
when the processing in the event transmission processing
(FIG. 17) proceeds to step SP46.

Firstly, the monitoring agent 1034 executes the primary
apparatus flag reselling processing (SP131). The primary
apparatus flag resetting processing is processing as described
above for setting the action flag of all the events, which are
stored in the event retransmission queue 1032 A and waiting
to be transmitted, to 1 or 0 and the details of the processing
will be explained later (FIG. 29).

Next, after executing the primary apparatus flag resetting
processing, the monitoring agent 1034 executes processing
for transmitting events, including those whose whether-trans-
mitted-to-primary-apparatus-or-not is N, among the events
stored in the event retransmission queue 1032A to the moni-
toring manager apparatus 20, which is set as the primary
apparatus, and then judges whether the transmission has been
successful or failed (SP132).

Regarding the event which has been successfully transmit-
ted, the monitoring agent 1034 sets whether-transmitted-to-
primary-apparatus-or-not to N (SP133) and proceeds to step
SP135.

On the other hand, regarding the event which has been
successfully transmitted, the monitoring agent 1034 sets the
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whether-transmitted-to-primary-apparatus-or-not
(SP134) and proceeds to step SP135.

Subsequently, the monitoring agent 1034 executes second-
ary apparatus flag resetting processing (SP135). The second-
ary apparatus flag resetting processing is processing as
described for setting the action flag of all the events, which are
stored in the event retransmission queue 1032 A and waiting
to be transmitted, to 1 or 0 and the details of the processing
will be explained later (FIG. 30).

Then, after executing the secondary apparatus flag reset-
ting processing, the monitoring agent 1034 executes process-
ing for transmitting events, including those whose whether-
transmitted-to-primary-apparatus-or-not is N, among the
events stored in the event retransmission queue 1032A to the
monitoring manager apparatus 20, which is set as the second-
ary apparatus, and then judges whether the transmission has
been successful or failed (SP136).

Regarding the event which has failed to be transmitted, the
monitoring agent 1034 sets the whether-transmitted-to-sec-
ondary-apparatus-or-not to N (SP137). On the other hand,
regarding the event which has been successfully transmitted,
the monitoring agent 1034 sets the whether-transmitted-to-
secondary-apparatus-or-not to'Y (SP138).

Then, the monitoring agent 1034 finally executes transmit-
ted event deletion processing (SP139) and terminates this
processing. The transmitted event deletion processing is pro-
cessing for deleting the event transmitted to both the moni-
toring manager apparatuses 20, which are the primary appa-
ratus and the secondary apparatus, from the event
retransmission queue 1032 A and the details of the processing
will be explained later (FIG. 31).

FIG. 29 illustrates a processing sequence of the primary
apparatus flag reselling processing according to the second
embodiment. This primary apparatus flag resetting process-
ing is executed based on the monitoring agent 1034 (the
monitoring information storage service program P2) and the
CPU 102 as triggered when the event transmission processing
(FIG. 18) proceeds to step SP52 or the processing in the event
retransmission processing (FIG. 19) proceeds to step SP61.

Firstly, the monitoring agent 1034 judges whether there is
any event stored in the event retransmission queue 1032A
(SP141). If the monitoring agent 1034 obtains a negative
result for this judgment, this means that no event for which the
action flag should be reset exists in the queue; and, therefore,
the monitoring agent 1034 terminates this processing.

On the other hand, if the monitoring agent 1034 obtains an
affirmative result for this judgment, it extracts any one of the
events stored in the event retransmission queue 1032A as a
processing target and sets this as event P (SP142).

Subsequently, the monitoring agent 1034 judges whether
or not the whether-transmitted-to-secondary-apparatus-or-
not is set to N, with respect to event P extracted as the pro-
cessing target (SP143).

If the monitoring agent 1034 obtains a negative result for
this judgment, it determines that event P has already been
transmitted to the monitoring manager apparatus 20 which is
the secondary apparatus. Then, since the action flag of the first
transmitted event is set to 1, the action flag of event P trans-
mitted to the monitoring manager apparatus 20 which is the
secondary apparatus is set to 1. Therefore, the monitoring
agent 1034 sets the action flag of this event P to 0 (SP144).

On the other hand, if the monitoring agent 1034 obtains an
affirmative result for the judgment of step SP143, it deter-
mines that event P has not been transmitted yet to the moni-
toring manager apparatus 20 which is set as the secondary
apparatus. Therefore, the monitoring agent 1034 sets the
action flag of this event P to 1 (SP145).
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The monitoring agent 1034 judges whether or not the pro-
cessing from step SP142 to step SP145 has been executed on
all the events stored in the event retransmission queue 1032A
(SP146). If the monitoring agent 1034 obtains a negative
result for this judgment, it proceeds to step SP142 and repeats
the aforementioned processing. On the other hand, if the
monitoring agent 1034 obtains a negative result for this judg-
ment, it terminates this processing.

FIG. 30 illustrates a processing sequence of the secondary
apparatus flag resetting processing according to the second
embodiment. This secondary apparatus flag resetting pro-
cessing is executed based on the monitoring agent 1034 (the
monitoring information storage service program P2) and the
CPU 102 as triggered when the processing in the event trans-
mission processing (FIG. 18) proceeds to step SP57 or the
processing in the event retransmission processing (FIG. 19)
proceeds to step SP64.

Firstly, the monitoring agent 1034 judges whether there is
any event stored in the event retransmission queue 1032A
(SP151). If the monitoring agent 1034 obtains a negative
result for this judgment, this means that that no event for
which the action flag should be reset exists in the queue; and,
therefore, the monitoring agent 1034 terminates this process-
ing.

On the other hand, if the monitoring agent 1034 obtains an
affirmative result for this judgment, it extracts any one of the
events stored in the event retransmission queue 1032A as a
processing target and sets this as event S (SP152).

Subsequently, the monitoring agent 1034 judges whether
or not the whether-transmitted-to-primary-apparatus-or-not
is set to N, with respect to event S extracted as the processing
target (SP153).

If the monitoring agent 1034 obtains a negative result for
this judgment, it determines that event S has already been
transmitted to the monitoring manager apparatus 20 which is
the primary apparatus. Then, since the action flag of the first
transmitted event is set to 1, the action flag of event S trans-
mitted to the monitoring manager apparatus 20 which is the
primary apparatus is set to 1. Therefore, the monitoring agent
1034 sets the action flag of this event S to 0 (SP154).

On the other hand, if the monitoring agent 1034 obtains an
affirmative result for this judgment, it determines that event S
has not been transmitted yet to the monitoring manager appa-
ratus 20 which is set as the primary apparatus. Therefore, the
monitoring agent 1034 sets the action flag of this event S to 1
(SP155).

The monitoring agent 1034 judges whether or not the pro-
cessing from step SP152 to step SP155 has been executed on
all the events stored in the event retransmission queue 1032A
(SP156). If the monitoring agent 1034 obtains a negative
result for this judgment, it proceeds to step SP152 and repeats
the aforementioned processing. On the other hand, if the
monitoring agent 1034 obtains a negative result for this judg-
ment, it terminates this processing.

FIG. 31 illustrates a processing sequence of the transmitted
event deletion processing. This transmitted event deletion
processing is executed based on the monitoring agent 1034
(the monitoring information storage service program P2) and
the CPU 102 as triggered when the processing in the event
retransmission processing (FI1G. 28) according to the second
embodiment proceeds to step SP139.

Firstly, the monitoring agent 1034 judges whether or not
there is any event stored in the event retransmission queue
1032A (SP161). If the monitoring agent 1034 obtains a nega-
tive result for this judgment, this means that that no event to be
deleted exists in the queue; and, therefore, the monitoring
agent 1034 terminates this processing.
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On the other hand, if the monitoring agent 1034 obtains an
affirmative result for this judgment, it extracts any one of the
events stored in the event retransmission queue 1032A as a
processing target and sets this as event R (SP162).

Subsequently, the monitoring agent 1034 judges whether
or not the whether-transmitted-to-primary-apparatus-or-not
is set to Y, with respect to event R extracted as the processing
target (SP163).

If the monitoring agent 1034 obtains a negative result for
this judgment, it proceeds to step SP166. On the other hand,
if the monitoring agent 1034 obtains an affirmative result for
this judgment, it judges whether or not the whether-transmit-
ted-to-secondary-apparatus-or-not is set to Y, with respect to
event R extracted as the processing target (SP164).

If the monitoring agent 1034 obtains a negative result for
this judgment, it proceeds to step SP166. On the other hand,
if the monitoring agent 1034 obtains an affirmative result for
this judgment, it deletes event R, which was extracted as the
processing target, from the event retransmission queue
1032A (SP165).

The monitoring agent 1034 judges whether or not the pro-
cessing from step SP162 to step SP165 has been executed on
all the events stored in the event retransmission queue 1032A
(SP166). If the monitoring agent 1034 obtains a negative
result for this judgment, it proceeds to step SP162 and repeats
the aforementioned processing. On the other hand, if the
monitoring agent 1034 obtains an affirmative result for this
judgment, it terminates this processing.

(2-3) Advantageous Effects of this Embodiment

The monitoring system 1 according to this embodiment is
designed as described above so that the whether-transmitted-
to-primary-apparatus-or-not information and the whether-
transmitted-to-secondary-apparatus-or-not information are
stored in an event and the action flag of the event to be stored
in the queue is set based on the combination of these pieces of
whether-transmitted-or-not information. So, the same advan-
tageous effects as those of the first embodiment can be
obtained by retaining one common event retransmission
queue 1032A without retaining two queues for the primary
apparatus and the secondary apparatus in the memory 103.

(3) Other Embodiments

In this embodiment, one of the monitoring manager appa-
ratuses 20 having the double active configuration is set as the
primary apparatus and the other one is set as the secondary
apparatus; however, the invention is not limited to this
example and, for example, the invention may be configured so
that even the monitoring manager apparatus 20 which is set as
the primary apparatus for one administrator may be used as
the monitoring manager apparatus 20 which is set as the
secondary apparatus for another administrator.

Specifically speaking, the primary apparatus and the sec-
ondary apparatus in the connection destination monitoring
manager management table 1021 are set for each monitoring
target apparatus 10. For example, with a first monitoring
target apparatus 10 among a plurality of monitoring target
apparatuses 10, the monitoring manager apparatus 20 “host
«” is set as the primary apparatus and the monitoring manager
apparatus 20 “host §” is set as the secondary apparatus.
Meanwhile, with a second monitoring target apparatus 10,
“host o is set as the secondary apparatus and “host 3" is set
as the primary apparatus. By setting the primary apparatus
and the secondary apparatus individually for each monitoring
target apparatus 10 in this way, it is possible to set the moni-
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toring manager apparatus 20 “host o as the primary appara-
tus for the first monitoring target apparatus 10 and set the
monitoring manager apparatus 20 “host §” as the primary
apparatus for the second monitoring target apparatus 10. As a
result, it is possible to set the monitoring manager apparatus
20 (the primary apparatus) intended to primarily execute an
action for each administrator. It is also possible to set infor-
mation that can be viewed by each administrator.

REFERENCE SIGNS LIST

1 monitoring system

10 monitoring target apparatus
1034 monitoring agent

20 monitoring manager apparatus
P3 monitoring manager

30 monitoring console

The invention claimed is:

1. A monitoring target apparatus connected to a plurality of
monitoring manager apparatuses, the monitoring target appa-
ratus comprising:

a plurality of types of monitoring target resources; and

a monitoring agent configured to collect monitoring infor-

mation from the monitoring target resources and moni-
toring condition management information that defines
an event issuance condition for each of the plurality of
types of monitoring target resources,

wherein the monitoring agent judges whether or not to

issue an event based on the monitoring information and
the monitoring condition management information,

if the monitoring agent issues the event, the monitoring

agent transmits the issued event to all the plurality of
monitoring manager apparatuses, and
when the monitoring agent receives the event, the moni-
toring agent transmits an action execution request to one
monitoring manager apparatus of the plurality of moni-
toring manager apparatuses to request execution of a
predetermined action at the monitoring manager appa-
ratus.
2. A monitoring target apparatus according to claim 1,
wherein if the transmission of the action execution request to
the one monitoring manager apparatus is successful, the
monitoring agent transmits an action stop request to another
monitoring manager apparatus, which is different from the
one monitoring manager apparatus, to request no execution of
the action at the monitoring manager apparatus even when the
monitoring agent receives the event.
3. A monitoring target apparatus according to claim 2,
wherein the event is configured by including the action execu-
tion request or the action stop request; and
wherein the monitoring agent requests the one monitoring
manager apparatus to execute an action by sending the
event to the one monitoring manager apparatus; and

the monitoring agent requests the other monitoring man-
ager apparatus to stop the action by sending the event to
the other monitoring manager apparatus.

4. A monitoring target apparatus according to claim 3,
wherein the monitoring target apparatus is configured by
including, in a memory, connection destination monitoring
manager management information for managing each of the
plurality of monitoring manager apparatuses and priority by
associating them with each other; and

wherein when the monitoring agent issues the event, the

monitoring agent refers to the connection destination
monitoring manager management information and
transmits an event including the action execution request
to a high-priority monitoring manager apparatus; and
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when the transmission has been successful, the monitor-
ing agent transmits an event including the action stop
request to a low-priority monitoring manager apparatus.
5. A monitoring target apparatus according to claim 4,
wherein when the transmission of the event to the monitoring
manager apparatus has failed, the monitoring target apparatus
is configured by including, in the memory, an event retrans-
mission queue for storing the event which has failed to be
transmitted;
wherein when the monitoring agent is to retransmit an
event stored in the event retransmission queue to the
high-priority monitoring manager apparatus, the moni-
toring agent includes either the action execution request
or the action stop request in all events stored in the event
retransmission queue and retransmits the event to the
high-priority monitoring manager apparatus; and

wherein when the monitoring agent is to retransmit an
event stored in the event retransmission queue to the
low-priority monitoring manager apparatus, the moni-
toring agent includes either the action execution request
or the action stop request in all events stored in the event
retransmission queue and transmits the event to the low-
priority monitoring manager apparatus.

6. A monitoring target apparatus according to claim 5,
wherein the event retransmission queue includes a primary
apparatus event retransmission queue to be retransmitted to
the high-priority monitoring manager apparatus and a sec-
ondary apparatus event retransmission queue to be retrans-
mitted to the low-priority monitoring manager apparatus;

wherein when the monitoring agent is to retransmit an

event stored in the primary apparatus event retransmis-
sion queue to the high-priority monitoring manager
apparatus, the monitoring agent includes, with respect to
all events stored in the primary apparatus event retrans-
mission queue, the action execution request in an event,
which is also stored in the secondary apparatus event
retransmission queue, or includes the action stop request
in an event, which is not stored in the secondary appa-
ratus event retransmission queue, and then retransmits
the event stored in the primary apparatus event retrans-
mission queue to the high-priority monitoring manager
apparatus; and

wherein when the monitoring agent is to retransmit an

event stored in the secondary apparatus event retrans-
mission queue to the low-priority monitoring manager
apparatus, the monitoring agent includes, with respect to
all events stored in the secondary apparatus event
retransmission queue, the action execution request in an
event, which is also stored in the primary apparatus
event retransmission queue, or includes the action stop
request in an event, which is not stored in the primary
apparatus event retransmission queue, and then retrans-
mits the event stored in the secondary apparatus event
retransmission queue to the low-priority monitoring
manager apparatus.

7. A monitoring target apparatus according to claim 5,
wherein the event retransmission queue is one queue com-
monly used to be retransmitted to both the high-priority
monitoring manager apparatus and the low-priority monitor-
ing manager apparatus;

wherein the event includes whether-transmitted-to-pri-

mary-apparatus-or-not information indicating whether
the event has been transmitted to the high-priority moni-
toring manager apparatus or not, and whether-transmit-
ted-to-secondary-apparatus-or-not information indicat-
ing whether the event has been transmitted to the low-
priority monitoring manager apparatus;
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wherein when the monitoring agent is to retransmit an
event stored in the event retransmission queue to the
high-priority monitoring manager apparatus, the moni-
toring agent includes, with respect to all events stored in
the event retransmission queue, the action execution
request in an event, which has not been transmitted yet to
the low-priority monitoring manager apparatus, or
includes the action stop request in an event, which has
been transmitted to the low-priority monitoring manager
apparatus, and then retransmits the event stored in the
event retransmission queue to the high-priority monitor-
ing manager apparatus; and
wherein when the monitoring agent is to retransmit an
event stored in the event retransmission queue to the
low-priority monitoring manager apparatus, the moni-
toring agent includes, with respect to all events stored in
the event retransmission queue, the action execution
request in an event, which has not been transmitted yet to
the high-priority monitoring manager apparatus, or
includes the action stop request in an event, which has
been transmitted to the high-priority monitoring man-
ager apparatus, and then retransmits the event stored in
the event retransmission queue to the low-priority moni-
toring manager apparatus.
8. A tangible, non-transitory computer readable medium
having instructions for causing a computer for a monitoring
target apparatus, connected to a plurality of monitoring man-
ager apparatuses to execute a method comprising:
collecting, by a monitoring agent of a monitoring target
apparatus having a plurality of types of monitoring tar-
get resources and connected to a plurality of monitoring
manager apparatuses, monitoring information from the
monitoring target resources and monitoring condition
management information that defines an event issuance
condition for each of the plurality of types of monitoring
target resources; and
judging by the monitoring agent, whether or not to issue an
event based on the monitoring information and the
monitoring condition management information;

transmitting the issued event to the plurality of monitoring
manager apparatuses if the monitoring agent issues the
event, wherein the monitoring agent transmits an action
execution request, upon receipt of the event, to one
monitoring manager apparatus of the plurality of moni-
toring manager apparatuses to request execution of a
predetermined action at the monitoring manager appa-
ratus.

9. A tangible, non-transitory computer readable medium
according to claim 8, wherein if the transmission of the action
execution request to the one monitoring manager apparatus is
successful, the method further comprising transmitting an
action stop request to another monitoring manager apparatus,
which is different from the one monitoring manager appara-
tus, to request no execution of the action at the monitoring
manager apparatus even when the monitoring agent has
received the event.

10. A monitoring system comprising:

a monitoring target apparatus comprising:

a plurality of types of monitoring target resources; and

a monitoring agent configured to collect monitoring infor-

mation from the plurality of types of monitoring target
resources and monitoring condition management infor-
mation that defines an event issuance condition for each
of the plurality of types of monitoring target resource,
and

a plurality of monitoring manager apparatuses connected

to the monitoring target apparatus,
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wherein the monitoring agent judges whether or not to
issue an event based on the monitoring information and
the monitoring condition management information,

if the monitoring agent issues the event, the monitoring

agent transmits the issued event to all the plurality of
monitoring manager apparatuses,

each of the monitoring manager apparatuses receives the

event from the monitoring agent,

when the monitoring agent receives the event, the moni-

toring agent transmits an action execution request to any
one monitoring manager apparatus of the plurality of
monitoring manager apparatuses to request execution of
apredetermined action at the monitoring manager appa-
ratus, and

each of the monitoring manager apparatuses executes the

action based on the action execution request from the
agent.

11. A monitoring system according to claim 10, wherein if
the transmission of the action execution request to the one
monitoring manager apparatus is successful, the monitoring
agent transmits an action stop request to another monitoring
manager apparatus, which is different from the one monitor-
ing manager apparatus, to request no execution of the action
at the monitoring manager apparatus even when the monitor-
ing agent has received the event; and

each of the monitoring manager apparatuses controls the

action to not execute based on the action stop request
from the agent even when the monitoring agent receives
the event.
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